The development of fluent and automatic reading skills is considered a primary educational goal for elementary school–age children. Although there is no single definition of reading fluency, there is general agreement that fluent reading incorporates the ability to read quickly, accurately, and, when oral reading is considered, with expression (National Institute of Child Health and Human Development [NICHD], 2000). In fact, a recent study indicates that second- and third-grade children who read quickly and accurately also tend to read with expression, suggesting that this definition of reading fluency is quite appropriate (Schwanenflugel, Hamilton, Kuhn, Wisenbaker, & Stahl, 2004). In general, fluent reading emerges in most children between first and third grade, when decoding skills are confirmed through practice (Kuhn & Stahl, 2003). Reading fluency, as measured either by quick and accurate word reading or by text-reading rate, continues to develop beyond this period (Hasbrouck & Tindal, 1992; Horn & Manis, 1987).
The goals of this study were to (a) develop an empirically based model regarding the development of fluent and automatic reading in the early elementary school years and (b) determine whether fluent text-reading skills provided benefits for reading comprehension beyond those accounted for by fluent word decoding. First-, second-, and third-grade children completed a series of reading tasks targeting word and nonword processing, text reading, spelling knowledge, autonomous reading, and reading comprehension. Structural equation modeling was carried out to evaluate how these skills operated together to produce fluent text reading and good comprehension. Evidence supported a simple reading fluency model for the early elementary school years suggesting that fluent word and text reading operate together with autonomous reading to produce good comprehension.

Los objetivos de este estudio fueron: a) desarrollar un modelo de base empírica del desarrollo de la lectura fluida y automática en los primeros años de escuela primaria y b) determinar si las habilidades de lectura fluida de textos proporcionan beneficios para la comprensión más allá de los ya documentados que están implicados en la decodificación fluida de palabras. Niños de primero, segundo y tercer grado realizaron una serie de tareas de lectura que evaluaban el procesamiento de palabras y no palabras, la lectura de textos, los conocimientos ortográficos, la lectura autónoma y la comprensión lectora. Mediante un modelo de ecuaciones estructurales se evaluó de qué modo estas habilidades operaban en conjunto para producir lectura fluida de textos y buena comprensión. La evidencia apoya un modelo simple de fluididad lectora en los primeros años de la escuela primaria, lo cual sugiere que la lectura fluida de palabras y textos opera en conjunto con la lectura autónoma para producir buena comprensión.

Cette étude avait pour buts de (a) développer un modèle empiriquement fondé du développement de la lecture courante et automatisée pendant les premières années d’école élémentaire, et (b) de déterminer si les compétences de la lecture courante de textes apportent des bénéfices pour la compréhension de la lecture allant au-delà de ceux qui sont impliqués dans le décodage rapide des mots. Des enfants de première, seconde et troisième année ont effectué une série de tâches de lecture ciblant le traitement de mots et de non-mots, la lecture de textes, la connaissance de l’orthographe, la lecture autonome, et la compréhension de la lecture. On a utilisé un modèle d’équation structurale pour évaluer comment ces compétences opèrent ensemble pour produire une lecture courante de textes et une bonne compréhension. Les données permettent de défendre un simple modèle de lecture courante pour les premières années d’école élémentaire, suggérant que le mot lu couramment et la lecture de textes opèrent ensemble avec la lecture autonome pour produire une bonne compréhension.
The development of reading fluency is viewed as important because of its relationship with improved comprehension (Fuchs, Fuchs, Hosp, & Jenkins, 2001). LaBerge and Samuels's (1974) now-classic article presenting an automaticity theory of reading argued that proficient word-recognition skills underlie fluent reading and adequate comprehension of text. According to the model, fluent readers are characterized by the ability to read quickly and without conscious effort (Logan, 1997). Dysfluent beginning readers, by contrast, are identified by their excessively slow, laborious reading, which, in turn, impairs comprehension.

Automaticity is an important component of skilled reading. Whether considered in terms of reading or any other skill, automaticity is identified by a number of characteristics, some of which concern us here. The first of these are speed and accuracy, which seem to emerge simultaneously with practice (Logan, 1988). Practice strengthens connections between word and letter patterns in long-term memory (e.g., LaBerge & Samuels, 1974), unitizes these letter patterns in memory so that they can be processed as whole units (Anderson, 1987), and proliferates the availability of instances of these word and letter unit representations in long-term memory with every encounter of them during reading (Logan, 1997).

Another characteristic of automatic skill is autonomy, or the ability to initiate a task without actively attending to it. The automatic reader cannot help but process print, even when he or she may intend to avoid doing so. Skilled readers find themselves reading the conflicting "crawl" at the bottom of a television news story, even when they try to pay attention to the main story (Bergen, Grimes, & Potter, 2005). However, the automatic nature of skilled word recognition is usually helpful because it orientates our attention to the reading. Occasionally, as noted above, this can get in the way of our goals. Experimentally, the autonomous nature of automatic word reading has been measured through the use of the Stroop task (Stroop, 1935) and its variants. In the Stroop task, the reader is typically asked to name a picture or color without reading distracting words that are embedded. Autonomy is indicated by the interference that the distracting print causes to the picture or color naming. Thus, a child who is an automatic reader will be slowed in the naming a picture of an apple with the word doll written on it compared with naming a picture without the distracting print.

Finally, automaticity allows cognitive resources to be used to benefit larger goals. For reading, as automaticity develops for skills like word recognition, attentional resources become available for comprehension. Thus, children move from relying on the slow letter-by-letter (or unit-by-unit) decoding to painlessly retrieving cued words from long-term memory (Logan, 1997). This means that children who have efficient word-recognition skills should be able to read connected text fluently and better understand what they read.

The three aspects of automaticity (speed, autonomy, and resource use) are thought to develop concomitantly with one another, but how closely their development coincides is uncertain (Logan, 1985; Paap & Ogden, 1981). Clearly, at the very beginning of skill development, word reading is extremely slow, very effortful, and resource intensive (i.e., requiring a great deal of attention). Once a child has attained a high level of skill, word and text reading is very quick, occurs without intention, and ensures that plenty of resources are left available for comprehension. In the middle of skill development, it is unclear how the autonomy feature of automaticity relates to speed and resource aspects. Thus, it is uncertain whether the extent to which young readers experience Stroop interference, for example, is relative to their reading fluency or to improved comprehension.

How quickly automaticity develops depends on the underlying mechanisms and how they may work. For example, in some views, this buildup to automatic processing is seen as slow and laborious, occurring over hundreds of decoding attempts (Schneider, Dumais, & Shiffrin, 1984), whereas in others automaticity can develop after correctly recognizing a word only once or twice (Logan, 1997; Logan & Klapp, 1991). If the latter is true, then Stroop interference should develop quickly as children develop the ability to read. Moreover, the benefits for reading fluency and comprehension might emerge even for very young readers whose word recognition during reading is better than that of their peers. Despite the popularity of this automaticity account of the development of reading skill, model building to assess how these aspects of automaticity in early reading operate together is rare.

The purposes of the current study were two. First, we wished to provide a more comprehensive account regarding how fluency, autonomy, and freed resources (in terms of improved comprehension) operate together in early reading skill development. Thus, children completed reading tasks targeted at each aspect of automaticity, and the interrelationships among them were examined.
Second, we wished to determine the relative adequacy of two potential variants of this automaticity view of reading fluency, depicted in Figures 1a and 1b. In one view, which we call the text reading as mediator model, text-reading fluency is seen as uniquely relevant for comprehension (Jenkins, Fuchs, van den Broek, Espin, & Deno, 2003; Kuhn & Stahl, 2003) in contrast with other indicators of reading fluency. Young readers may or may not execute a variety of cognitive processes relevant to the comprehension of text if they have the cognitive resources available to generate them, such as inferences to fill in the gaps in the text, creating a mental model of the world described by the text, and processing sentence grammar. At minimum, additional cognitive resource benefits may derive from fluent text reading through the contextual activation of word meanings (Stanovich, 1980) and the automatic linguistic segmentation of text into major syntactic units (Young & Bowers, 1995). This view is supported by studies showing that the fluent reading of text accounts for additional variance in reading comprehension beyond that accounted for by isolated word reading alone (Jenkins et al., 2003). In Figure 1a, this partial mediating effect of text reading is shown by the indirect path leading from GORT–3 Text-Reading Rate and to WIAT Reading Comprehension.

Another view, which we call the simple reading fluency model, states that reading fluency is a general skill that includes skills related to word-reading fluency as well as those related to text-reading fluency. In this model, it is assumed that, early in the development of reading skills, word-recognition skills are the limiting factor in reading comprehension and that the cognitive resources gained from automaticity derive mainly from quick and accurate word reading. Moreover, the skills that allow children to coordinate the benefits from fluent word and text reading may not yet be fully developed. This view is supported by studies showing that reading skill in young elementary school readers can be described as a single factor consisting of word-recognition skill, text-reading fluency, and reading comprehension (Shinn, Good, Knutson, Tilly, & Collins, 1992). Further, the texts that children read increase in complexity as they proceed in school. These changes in complexity may include, among others, greater syntactic complexity (Harber, 1979) and fewer repetitions of specific words within texts (Hiebert & Fisher, 2005). If text complexity increases faster than children’s text fluency resources can be expended to capitalize on it, children may not experience the benefits gained from fluent text reading to support increases in comprehension during the early stages of fluent reading. Thus, children’s word-recognition skills may need to become yet more automatic to manage these more complex text features given the resources children have available. In Figure 1b, this general influence of word-reading fluency is illustrated by showing GORT–3 Text-Reading Rate as merely another indicator of the latent variable Reading Fluency.

In what follows, we describe our rationale for including specific tasks and assessments as indicators of model features in tests of these larger models. We begin with our discussion of tasks and assessments that should be most closely related to reading fluency per se. Then, we describe research on tasks designed to assess the autonomy component and our assessment of reading comprehension.

**Reading fluency component**

**Word-reading fluency**

It is often asserted that the development of efficient word-recognition skills is the *sine qua non* of skilled reading in the early stages of learning to read (Adams, 1990; Lyon, Shaywitz, & Shaywitz, 2003; NICHD, 2000; Olson, Gillis, Rack, DeFries, & Fulker, 1991; Stanovich, 1985; Stanovich, Nathan, & Vala-Rossi, 1986; Stanovich, Nathan, & Zolman, 1988). It is the core skill around which reading fluency is built and an important skill for predicting reading comprehension (Gough, 1996; Perfetti & Hogaboam, 1975; Schwanenflugel et al., 2004). It distinguishes skilled from less skilled readers in a manner that is remarkably stable from first to fourth grade (Juel, 1988). It is often considered one, if not the key, bottleneck on the way to good reading comprehension (LaBerge & Samuels, 1974; Lyon, 1995; Nicholson, 1999; Perfetti, 1985).

A number of word features seem to enter into the skilled reading of words in young children. High-frequency words tend to be named faster than low-frequency words (Gottardo, Chiappe, Siegel, & Stanovich, 1999; Waters, Seidenberg, & Bruck, 1984). Orthographically irregular words (words whose spellings do not follow typical letter–sound correspondences) tend to be read more slowly and inaccurately than orthographically regular words in young readers (Backman, Bruck, Hebert, & Seidenberg, 1984; Nation & Snowling, 1998; Waters et al., 1984). Semantically difficult words (words rated low in imageability; Laing & Hulme, 1999; Nation & Snowling; Schwanenflugel & Akin, 1994; or rated context availability; McFalls, 1994; or rated context availability; McFalls, 1994; or rated context availability; McFalls,
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Schwanenflugel, & Stahl, 1996; Schwanenflugel & Noyes, 1996) are read more slowly and inaccurately than semantically easy words in young readers.

In the current study, we assessed children's word-reading fluency in two ways. First, we assessed children's automaticity for sight words using the Sight Word Efficiency subtest of the Test of Word Reading Efficiency (TORP; 1999), a speeded sight-word–reading test. Second, we assessed children's speed of processing for a potentially wider range of word types by presenting them with a mixed variety of words in a timed computerized single-word–naming task.

Nonword reading
Nonword reading is often used as an indicator of children's understanding of the relationships between letters, letter strings, and larger units such as rime units and speech sounds (Coltheart & Leahy, 1992; Treiman, Goswami, & Bruck, 1990). Nonword reading is used as a way of assessing children's ability to read unfamiliar words (Gottardo et al., 1999; Rack, Snowling, & Olson, 1992). Nonword-reading speed is widely considered an indicator of the automaticity of essential phonics and blending skills and is usually highly correlated with word-recognition skills (Torgesen, Wagner, & Rashotte, 1999). In the current study, we assessed children's nonword-reading skills using the Phonemic Decoding Efficiency subtest from the Test of Word Reading Efficiency (Torgesen et al.), a speeded nonword-naming task.

Rapid object naming
Assessment of rapid object naming involves measuring how rapidly a child can carry out rapid naming of series of pictures. Although not obviously related to reading fluency, the speed with which children can carry out the rapid naming of pictures, as well as numbers, letters, and colors, has been shown to be associated with the development of reading skill in general (Manis, Seidenberg, & Doi, 1999; Morris et al., 1998; Scarborough, 1998; Wolf, Bally, & Morris, 1986; Wolf & Bowers, 1999) and potentially involved in the orchestration of processes involved in reading fluency (Wolf, Bowers, & Biddle, 2000). Rapid object-naming speed shares considerable independent variance with word identification (Bowers & Swanson, 1991). For the purposes of the present study, naming-speed deficits have also been shown to affect the rate with which individuals are able to read connected text (Bowers, 1993; Breznitz & Berman, 2003; Katzir, Shaul, Breznitz, & Wolf, 2004; Stage, Sheppard, Davidson, & Browning, 2001; Young & Bowers, 1995) and so may have particular implications for the development of reading fluency. Thus, in the development of reading, naming-speed problems result in the “slower access to lexical and sublexical information that may impede the development of fluency in reading” (Wolf et al., 2000, p. 401).

Orthographic processing
Orthographic processing can be defined as “the ability to represent the unique array of letters that defines a printed word, as well as general attributes of the writing system such as sequential dependencies, structural redundancies, and letter position frequencies” (Vellutino, Scanlon, & Tanzman, 1994, p. 314). Orthographic coding tasks are designed to assess children's knowledge of visual spelling patterns in a way that distinguishes them from the simple retrieval of letter sounds. Orthographic processing differences among children may account for additional variance in word-reading skill independent of that accounted for by phonological processing, such as nonword reading (Cunningham & Stanovich, 1990), but this is not always found (Manis, Custodio, & Szczuzelski, 1993). Low-skilled readers may use this knowledge of visual spelling patterns to compensate for otherwise poor phonics skills as an alternative route to word identification (Pennington, Lefty, Van Orden, Bookman, & Smith, 1987; Stanovich & Siegel, 1994), but this point is also controversial (see Foorman, Francis, Fletcher, & Lynn, 1996).

In the current study, we assessed orthographic knowledge in two ways. First, we used the Experimental Spelling Task, developed by Olson, Kliegl, Davidson, and Foltz (1985), to assess children's orthographic processing. In this task, children are asked to decide which of two letter strings represents the correct spelling of a real word, such as rane versus rain. Because both strings obey the spelling–sound correspondences of English and both sound like a real English word when sounded out, children must retrieve orthographic information to discriminate between them. Variants of this basic task have been used by a number of researchers to measure orthographic knowledge (Manis et al., 1993; Olson et al., 1985; Stanovich & Siegel, 1994). Some researchers (Manis et al.; Vellutino et al., 1994) have taken issue with this means of assessing orthographic knowledge because it is possible for children to make these decisions on the basis of their prior experience reading the words, their spelling instruc-
tion, or the mere presence of more orthographic “neighbors” (i.e., rain, vain, stain, grain, brain) in their mental lexicon for one option over the other. Still, it is probably the most widely used task to assess orthographic knowledge, so we included it in our study.

Second, we used a variant of the Doublet Knowledge Test, developed by Cassar and Treiman (1997), to assess metacognitive knowledge of doubles. This task assesses children’s understanding of the permissibility of consonants and vowels as doubles with regard to position (i.e., consonant doubles tend not to occur at the beginning of a word with a rare exceptions such as llama and letter (i.e., ii and uu cannot appear as doubles within a word; some consonants such as hh, jj, and vv are rarely doubled). This task may also have some of the problems of Experimental Spelling Task (i.e., neighborhood effects) but seems to relate less ambiguously to true orthographic knowledge. In our variant of this task, participants were asked to decide as quickly as possible which of two items such as haff versus bbaft “looks more like a word should look.” Cassar and Treiman found that this type of knowledge emerges in kindergarten and is fully accurate by second grade. In our variant of this task, we presented children with the doublet task and asked them to make the doublet decision as quickly as they could.

**Text-reading fluency**

Typically, assessments of text-reading fluency entail asking children to read aloud from connected text while an examiner records, at minimum, the number of correctly read words per minute. At issue is exactly what additional benefit text-reading fluency provides beyond those accrued from skilled, fluent word recognition.

There are a number of potential benefits that the fluent reading of connected text can provide over reading isolated words. Among them, fluent oral readers verbally segment word strings into larger syntactic groupings that may support comprehension (Dowhower, 1987; Kuhn & Stahl, 2003; Rasinski, 1990; Wolf & Katzir-Cohen, 2001; Young & Bowers, 1995). Text reading makes available context-facilitated word recognition as well (Stanovich, 1980). To the extent that these processes are carried out automatically, children can gain additional resource benefits from text reading that they can use for comprehension. The point of view represented by this model is supported by studies finding that text-reading fluency accounts for additional variance in reading comprehension beyond that accounted for by word-reading fluency alone (Jenkins et al., 2003). However, whether children in the early phases of learning to read are able to make use of the resource benefits ascribed to text-level reading is controversial (Kuhn & Stahl, 2003; Schwanenflugel et al., 2004; Shinn et al., 1992). In the current study, to assess text-reading fluency, children read passages from the Gray Oral Reading Test–Third Edition (GORT–3). This assessment is perhaps the most widely used standardized assessment of reading fluency (Marlow & Edwards, 1998).

**The autonomy component**

The Stroop task directly taxes the autonomy component in early reading by requiring participants to name a primary stimulus (color or picture) while ignoring a printed word (e.g., naming the picture of a desk with the word cat written on it, or naming the ink color “blue” for the word red printed in blue ink). In the picture–word version of the task, interference results when the reader cannot help but read the printed word while attempting to name the picture. Interference is determined by comparing the time it takes to complete the naming of the primary stimulus in a Stroop condition against the naming of a control having random letter strings or no conflicting print at all.

Several studies have linked the development of Stroop interference to the development of reading skill. Studies by Stanovich, Cunningham, and West (1981) and Guttentag and Haith (1978) found an increase in Stroop interference from the beginning to the end of the first-grade year. Ehri (1976) found that early and proficient readers showed larger interference, compared with late and less proficient readers. Similarly, Schadler and Thissen (1981) found that Stroop interference from words increased until children’s reading skills reached a fourth-grade reading level, after which interference declined (see also Golinkoff & Rosinski, 1976). In later elementary school, as children become better able to inhibit distractions, the level of interference is decreased (Pritchard & Neumann, 2004; Tipper, Bourque, Anderson, & Brehaut, 1989). Although the overall size of the Stroop effect may change, the effect itself does not disappear across the life span (Comalli, Wapner, & Werner, 1962).

Given that Stroop interference seems to develop along with reading skill, what exactly becomes processed autonomously as reading becomes automatic? Some early findings imply that not only are words processed autonomously but also letter units may be (Guttentag & Haith, 1978). Some researchers
hypothesize that children begin the process of learning to read by using small units that map letters onto distinct phonemes, called grapheme–phoneme correspondence rules (or GPC; Coltheart & Leahy, 1992; Perry, Ziegler, & Coltheart, 2002). A grapheme is a single letter (e.g., t-) or letter cluster (sh-) that gets mapped on to a single phoneme or sound. According to this view, children initially read using GPC units, making use of larger letter–sound mappings only later when they have built up a large sight-word vocabulary. An alternative view is that children begin to read using larger sublexical units that engage either word analogies or rime units for word decoding (Goswami, Ziegler, Dalton, & Schneider, 2003). Rime units are the part of a single-syllable word used in a rhyme (e.g., cat, that; Treiman, Mullennix, Bijeljac-Babic, & Richmond-Welty, 1995). Stroop interference might be expected to be different depending on the size of the units used. In the current study, we presented children with pictures containing pronounceable nonwords, words containing high-probability GPC units, words containing high-probability rime units, and words containing both.

**Reading comprehension**

Finally, to determine whether there were benefits from fluent text reading, we needed to have an assessment of reading comprehension. For this, we assessed children’s comprehension using the reading comprehension subtest of the Wechsler Individual Achievement Test (WIAT). We selected this test because of its good psychometric properties and because it seemed to cover a very basic ingredient of reading comprehension, that is, that children should be able to answer comprehension questions (both simple and more inferential) following the reading of a text. Being able to answer questions regarding literal and inferential information following the reading of a text has been demonstrated to be a key discriminator between skilled and less skilled comprehenders (Cain, Oakhill, & Bryant, 2004; Casteel, 1993; Long, Oppy, & Seely, 1997).

To sum, the purposes of the present study were two. The first was to develop an empirically based model of the development of fluent and automatic reading in the early elementary school years. In particular, we were interested in determining how lexical and sublexical processes (word reading, nonword reading, orthographic processing, and rapid object naming) and reading autonomy (Stroop) operate together to produce the development of fluent text reading and good comprehension of text. The second was to determine whether fluent text reading provided additional benefits for reading comprehension beyond those skills involved in word-reading fluency alone. First-, second-, and third-grade children were asked to complete a series of reading tasks targeting reading fluency, reading autonomy, and reading comprehension. Performance on each task was examined for developmental change across grade levels. Then, structural equation modeling was carried out to evaluate how these factors operate together to produce fluent text reading and good comprehension.

**Method**

**Participants**

Participants were 99 first-grade (mean age = 7 years, 1 month; range = 5 years, 7 months to 8 years, 2 months), 79 second-grade (mean age = 8 years, 1 month; range = 7 years, 1 month to 9 years, 1 month), and 71 third-grade (mean age = 9 years, 0 months; range = 7 years, 11 months to 10 years, 4 months) children attending four public schools located in communities in urban northeast Georgia or suburban central New Jersey, USA. Approximately 41% were African American, 27% were European American, 23% were Hispanic American, 5% were Asian American, and 4% were other or unknown; 53% were female and 47% were male. All children in general education classrooms participated with the exception of those currently receiving English-as-a-second-language instruction or those in self-contained classrooms for special education. Children were not excluded on the basis of reading disability. The children attended schools in which approximately 76% received free and reduced-cost lunch.

**Stimuli and procedures**

Children were given a mixture of standardized and experimenter-constructed reading measures during the spring term (seventh and eighth month) of the school year. The order of the standardized measures was counterbalanced with the experimental reading measures, such that half the children received the standardized measures first and the other half received the experimenter-constructed reading measures first.

**Standardized reading measures**

The standardized reading measures were the following:
(a) Test of Word Reading Efficiency (TOWRE) Sight Word Efficiency and Phonemic Decoding Efficiency subtests, Form A (1999). The Sight Word Efficiency subtest asks children to name all of the words they can from a list of words in 45 seconds. The Phonemic Decoding Efficiency subtest requires children to pronounce all of the phonetically regular nonwords they can in a list in 45 seconds. Concurrent validity estimates reported in the test manual have a median of .91 in grades 1 through 3. Alternate form reliabilities have a median of .97 in grades 1 through 3.

(b) Wechsler Individual Achievement Test (WIAT; 1992) Reading Comprehension subtest. The WIAT Reading Comprehension subtest consists of a number of passages that increase in complexity. Moreover, passage questions move from assessing literal to inferential comprehension, consistent with research on the development of reading comprehension (Cain et al., 2004; Hannon & Daneman, 2001). In this assessment, a comprehension question is asked when the child completes the reading of a passage, and the child answers the question aloud in his or her own words. The WIAT is discontinued once the child misses four sequential questions. Validity estimates of this subtest reported in the test manual have a median of .74 and a reliability of .91 in grades 1 through 3.

(c) Gray Oral Reading Test—Third Edition (GORT–3; 1992). The GORT–3 is an assessment of proficiency in the oral reading of text. The test is designed to evaluate text-reading fluency and consists of a series of passages that increase in difficulty. The test has several subscales, but we focused on reading rate for the purpose of this study. Accuracy and rate are tabulated for each passage until the reading becomes too slow and inaccurate and meets the discontinuation rule established by standardization. The reading of each passage received a rating for reading rate assigned by the test makers that is based on standardized data regarding how long it took children to read each passage. These ratings are then summed to form a cumulative reading rate score. This score served as our indicator of text-reading fluency. Validity estimates for the passage-reading rate scores presented in the test manual range from .34 to .82, with a median validity of .65. The test has been independently validated for a diverse population of children (Craig, Thompson, Washington, & Potter, 2004). Reliability estimates for the assessment of passage-reading rate range from .82 to .92, with a median reliability of .90.

(d) Comprehensive Test of Phonological Processing Rapid Object Naming subtest

(CTOPP–RON; 1999). The Rapid Object Naming subtest of the CTOPP–RON measures the time children take to name six different objects alternately presented randomly over 72 objects. The test is said to be a measure of the efficient retrieval of visual and phonological information from long-term memory. The manual reports reliability estimates for children in the current age range from .73 to .93 on this subtest, with a median of .77, and validity estimates against reading measures ranging from .30 to .54, with a median of .44.

Experimenter-constructed reading tasks

The experimenter-constructed reading tasks were designed to provide a more fine-grained assessment on aspects of early reading not covered by the standardized measures of reading, particularly those related to the automaticity aspects of reading. These tasks were all presented on a Dell Inspiron 8000 laptop computer using E-Prime experiment software (from Psychology Software Tools, Version 5.0; Schneider, Eschman, & Zuccolotto, 2001), which was connected to a serial response box (Psychology Software Tools, Model # 200A). Children were tested in a quiet location in their school. Each participant was seated in front of the computer screen and asked to hold the microphone/response box while the experimenter read a set of instructions aloud from the computer screen for each task. For tasks using the microphone, the accuracy of participants’ responses was recorded directly by the experimenter as incorrect if the item was not appropriately named. It was scored as a mechanical error if the microphone was not triggered by the child’s voice or if it was triggered by an extraneous noise unrelated to the experiment (e.g., background noise, cough, sneeze, pre-articulation response such as “tsk”).

(a) Stroop task. The purpose of the Stroop task was to provide an indicator of the degree to which word reading was autonomous in the children. The Stroop task presented digitized line drawings of objects provided in Cycowicz, Friedman, Rothstein, and Snodgrass (1997), each with a single conflicting word written in lowercase letters over the middle of it (e.g., a picture of a cat with the word rock superimposed on it). There were six conditions varying in the grapheme–phoneme (GPC; Berndt, Reggia, & Mitchum, 1987) and rime-unit relationships represented by the words superimposed on the pictures: control pictures without words, control pictures with random letter strings, pictures having words with highly predictable GPC and highly consistent rime units, pictures having words with highly predictable
GPC units but with inconsistent rime units, pictures having words with low-predictability GPC units but with highly consistent rime units, and pictures having nonwords that could be pronounced with highly consistent rime and predictable GPC units. Words were chosen so that they did not differ in normative word frequency across conditions according to Zeno, Ivens, Millard, and Duvvuri (1995), \( p > .10 \). Items were presented in random order. There were 6 practice and 60 experimental stimuli.

For each trial, a fixation point appeared when the experimenter pressed a button on the serial response box, followed a second later by the picture stimulus. Participants then named each picture stimulus aloud into the microphone. The accuracy of the participant’s response was recorded by the experimenter. Spearman-Brown coefficient analysis indicated a split-half reliability on this task of .89 for reaction times and .79 for accuracy rates.

(b) Single-word–naming task. The purpose of the single-word–naming task was to provide an indicator of word-reading speed for a variety of word types while controlling for part of speech. With the use of normative ratings collected by Schwanenflugel and Noyes (1996) from third-grade children, the stimuli selected were a mixed set of nouns ranging in imageability (\( M = 4.5, \ SD = 1.7 \), range 1.4–6.8 where 1 means “hard to think of a picture for the word” and 7 means “easy to think of a picture for the word”), rated context availability (\( M = 5.5, \ SD = .7 \), range 4.1–6.6 where 1 means “easy to think of a sentence for the word” and 7 means “easy to think of a sentence for the word”), frequency (\( M = 63, \ SD = 44 \), range 1 to 171 in the third-grade corpus of Carroll, Davies, & Richman, 1971), and orthographic regularity based on Venezky (1999). Thus, this task included words ranging in semantic and orthographic difficulty.

Participants were presented with words one at a time. Each child was asked to “say the word as quickly as you can when the word comes up on the screen.” For each trial, a fixation point appeared for one second in the middle of the computer screen, and this was followed by the presentation of the word. When the word was named, it disappeared from the screen, reaction time (RT) was recorded automatically, and the accuracy of the response was keyed in by the experimenter. Pilot testing had indicated that the task was difficult for some children; therefore, we decided to include a ceiling rule so that the children with less reading skill would not be unduly frustrated by the task. If the child made more than six errors in a row, the task was discontinued. To ensure that there were observations from each condition, items were presented in a fixed order randomized within blocks of four trials, randomly ordering condition within each block. There were 8 practice and 48 experimental items. Spearman-Brown coefficient analysis indicated a split-half reliability on this task of .80 for reaction times and .97 for accuracy rates.

(c) Doublet knowledge task. The purpose of the doublet knowledge task was to provide an indicator of the degree to which knowledge of spelling patterns could be accessed automatically with increasing reading fluency. The task was modeled after the Cassar and Treiman (1997) Doublet Knowledge Task with the exception that the current task was timed to better determine automaticity of this knowledge. Children were given pairs of nonword letter strings having consonant or vowel doublets (e.g., \( \text{bol} \) versus \( \text{bhol} \), \( \text{sti} \) versus \( \text{staa} \)) and asked to “pick the item that looks more like a word should look.” For each trial, a fixation point appeared for one second and was followed by the letter-string pair. If the item on the left was chosen, then the child pressed the left button on the response box; if the one on the right was chosen, then the child pressed the button on the right. The items were selected from ones used by Cassar and Treiman such that there were 8 practice and 22 experimental items. RT and accuracy were recorded automatically. Spearman-Brown coefficient analysis indicated a split-half reliability on this task of .91 for reaction times and .73 for accuracy rates.

(d) Experimental spelling task. The purpose of the experimental spelling task was to provide an additional assessment of the automaticity of accessing orthographic knowledge. The experimental spelling task was adopted from one developed by Olson et al. (1985; Olson et al., 1991). In this task children were provided with item pairs, one of which was a correctly spelled version of a word (e.g., \( \text{rain} \)) and the other of which was a phonologically identical but incorrectly spelled version of the word (e.g., \( \text{ran} \)). The children were told, “Two groups of letters will appear on the computer screen. Both sound like a real word, but only one is a real word. Pick the one that you think is the real word by pushing the button that is on the same side as the real word.... Do this as quickly as you can without making mistakes.” There were 8 practice and 22 experimental trials. Half of the correct spellings appeared on the right and the other half on the left. RT and accuracy were recorded automatically. Spearman-Brown coefficient analysis indicated a split-half reliability on this task of .87 for reaction times and .69 for accuracy rates.
Results

The findings were analyzed in two phases. First, we carried out simple cross-sectional analyses to assess developmental change in the computerized tasks and standardized tests. Then, with knowledge of how children progressed on the individual tasks, we carried out tests of theory using structural equation modeling of the relationships among the tasks.

Analyses of developmental change on tasks and tests

Analyses of standardized measures

We began by carrying out basic analyses of variance of the standardized test data (TOWRE–SWE and PDE, WIAT–RC, CTOPP–RON, and GORT–3) using Grade as a between-subjects factor, focusing on raw scores for the tests. The raw score means and standard deviations for these subtests and their corresponding standard scores can be found in Table 1.

For each assessment, there was improved performance throughout the early elementary school grades. For the TOWRE, there was a significant main effect of Grade on both the SWE subtest, $F(2, 246) = 83.45$, and the PDE subtest, $F(2, 246) = 57.197$, both $p < .001$. Bonferroni post-hoc follow-up tests indicated that third graders read significantly more sight words and nonwords than second graders, who, in turn, read more words and nonwords than first graders, all $p < .001$. For the WIAT–RC, there was also significant main effect of Grade, $F(2, 246) = 80.21$, $p < .001$. Again, post-hoc tests indicated that older children answered more passage questions correctly than younger children, all $p < .001$. Finally, for the CTOPP–RON, there was a significant main effect of Grade, $F(2, 246) = 22.12$, $p < .001$. Post-hoc tests indicated that first graders took longer to name all the pictures than second graders, who took longer than third graders, all $p < .05$. For the GORT–3, there was a significant main effect of grade on reading rate sum scores, $F(2, 246) = 75.74$, $p < .001$. Post-hoc tests indicated that first graders read the texts at a slower rate than second.

<table>
<thead>
<tr>
<th>TABLE 1</th>
<th>MEAN OF THE STANDARDIZED ASSESSMENTS BY GRADE LEVEL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessment</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>TOWRE–SWE</td>
<td></td>
</tr>
<tr>
<td>Words/45 sec.</td>
<td>$M$</td>
</tr>
<tr>
<td></td>
<td>$SD$</td>
</tr>
<tr>
<td>Standard score</td>
<td>$M$</td>
</tr>
<tr>
<td></td>
<td>$SD$</td>
</tr>
<tr>
<td>TOWRE–PDE</td>
<td></td>
</tr>
<tr>
<td>Nonwords/45 sec.</td>
<td>$M$</td>
</tr>
<tr>
<td></td>
<td>$SD$</td>
</tr>
<tr>
<td>Standard score</td>
<td>$M$</td>
</tr>
<tr>
<td></td>
<td>$SD$</td>
</tr>
<tr>
<td>WIAT–RC</td>
<td></td>
</tr>
<tr>
<td>No. passages correct</td>
<td>$M$</td>
</tr>
<tr>
<td></td>
<td>$SD$</td>
</tr>
<tr>
<td>Standard score</td>
<td>$M$</td>
</tr>
<tr>
<td></td>
<td>$SD$</td>
</tr>
<tr>
<td>CTOPP–RON</td>
<td></td>
</tr>
<tr>
<td>Seconds</td>
<td>$M$</td>
</tr>
<tr>
<td></td>
<td>$SD$</td>
</tr>
<tr>
<td>Standard score</td>
<td>$M$</td>
</tr>
<tr>
<td></td>
<td>$SD$</td>
</tr>
<tr>
<td>GORT–3, Passage 1</td>
<td></td>
</tr>
<tr>
<td>Rate sum score</td>
<td>$M$</td>
</tr>
<tr>
<td></td>
<td>$SD$</td>
</tr>
<tr>
<td>Standard score</td>
<td>$M$</td>
</tr>
<tr>
<td></td>
<td>$SD$</td>
</tr>
</tbody>
</table>
graders, who in turn read more slowly than third graders, all $p < .001$.

Computerized reaction time (RT) tasks

For all computerized RT tasks, to identify RTs and error rates that qualified for further analysis, the following steps were conducted on the raw data. First, all RTs for incorrect responses were eliminated from the data and their responses counted as errors. Then, all mechanical errors (as defined above) and their corresponding RTs were eliminated from the data. Next, mean RT and standard deviations were calculated for every participant in the study. Then, RT trials greater than 2 standard deviations above each participant’s mean and less than 200 ms were removed from the data as outliers. Finally, for each participant, means were recalculated for RT and error rates for each condition. These means formed the basic data for subsequent analyses (see Table 2).

(a) Stroop task. Because error rates approached floor for all conditions and grades, we focused on picture-naming time means as the major dependent variable of interest. A 3 Grade × 6 Stroop Condition ANOVA was carried out with Grade as a between-subjects factor and levels of Stroop (picture control, letter-string control, nonword labels, Low-GPC + High-Rime Labels, High-GPC + High-Rime Labels, High-GPC + Low-Rime Labels) as a within-subjects factor. There was a significant main effect of Grade, $F(2, 246) = 6.89$, suggesting that third-grade children named the pictures more quickly in general than first- and second-grade children. It is important to note that there was a significant main effect of Stroop, $F(5, 1230) = 23.57$, $p < .001$, and a non-significant interaction between Stroop and Grade, $F(10, 1230) = 1.39$, $p = .178$, suggesting similar patterns of interference across grade. Further, we dropped the picture control condition so that the influence of sublexical units beyond the mere letters could be examined directly. This analysis, too, found a significant main effect of Stroop Condition, $F(4, 984) = 15.01$, $p = .003$, and Grade, $F(2, 246) = 5.85$, $p = .003$, and no interaction between Grade and Stroop Condition, $F(8, 984) = 1.12$, $p = .348$, suggesting similar patterns of interference across grade. Follow-up Bonferroni tests, adjusting alpha by the number of contrasts ($0.05/4 = 0.013$), indicated that compared to the letter-string controls, nonwords, High-GPC + Low-Rime words, and High-GPC + High-Rime words interfered significantly with picture-naming time, but not Low-GPC + High-Rime words. This suggests that the operative sublexical reading unit in Stroop effects in early elementary school is the presence of a highly predictable GPC unit.

The presence of Stroop interference is generally recognized as the operation of autonomous processing of words, the degree of which varies across participants. Thus, for the remainder of the analyses, we calculated Stroop interference directly for each participant by subtracting each one’s mean RT for letter strings from their RT from nonwords, High-GPC + Low-Rime, and High-GPC + High-Rime words. These interference scores served as indexes of Stroop interference for the assessment of the role of autonomous reading in subsequent analyses.

### Table 2

**Mean RTs in milliseconds (and error rates) for experimenter-constructed reading tasks**

<table>
<thead>
<tr>
<th>Task</th>
<th>Grade 1</th>
<th>Grade 2</th>
<th>Grade 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stroop</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Picture control</td>
<td>1203 (.04)</td>
<td>1172 (.01)</td>
<td>982 (.01)</td>
</tr>
<tr>
<td>Letter-string control</td>
<td>1192 (.04)</td>
<td>1274 (.03)</td>
<td>1029 (.03)</td>
</tr>
<tr>
<td>Nonword</td>
<td>1339 (.05)</td>
<td>1341 (.04)</td>
<td>1171 (.03)</td>
</tr>
<tr>
<td>Low GPC + High Rime</td>
<td>1231 (.07)</td>
<td>1266 (.05)</td>
<td>1148 (.04)</td>
</tr>
<tr>
<td>High GPC + High Rime</td>
<td>1310 (.09)</td>
<td>1299 (.05)</td>
<td>1172 (.04)</td>
</tr>
<tr>
<td>High GPC + Low Rime</td>
<td>1344 (.09)</td>
<td>1400 (.06)</td>
<td>1227 (.06)</td>
</tr>
<tr>
<td>Single-word naming</td>
<td>2231 (.73)</td>
<td>1314 (.42)</td>
<td>858 (.20)</td>
</tr>
<tr>
<td>Doublet Knowledge Task</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vowel doublet</td>
<td>2261 (.29)</td>
<td>2421 (.12)</td>
<td>2122 (.07)</td>
</tr>
<tr>
<td>Consonant doublet</td>
<td>2164 (.33)</td>
<td>2143 (.26)</td>
<td>1878 (.28)</td>
</tr>
<tr>
<td>Experimental spelling task</td>
<td>2323 (.42)</td>
<td>2209 (.25)</td>
<td>1801 (.12)</td>
</tr>
</tbody>
</table>
(b) Single-word–naming task. The findings for the single-word–naming task indicated that younger children found decoding this set of words slow and difficult. A perusal of error rate means indicated that errors were not at floor, so a separate analysis of them was conducted as well. A one-way ANOVA indicated a significant main effect of Grade for both naming time, \( F(2, 246) = 55.25 \), and error rates, \( F(2, 246) = 93.28 \), both \( p < .001 \), such that word decoding became quicker and more accurate for this set of words throughout the early elementary school years. So that text-reading and word-reading skill could be more directly compared, RTs were converted into words/minute and error rates were converted into accuracy rates. Thus, for subsequent analyses, words per minute (WPM) and accuracy rates served as indicators of single-word–naming skill.

(c) Doublet Knowledge Task. For this task, we were interested in the speed and accuracy with which children could make decisions regarding which doublet nonword “looked more like a word should look.” ANOVA using Doublet Type (vowel or consonant) as a within-subjects factor and Grade as a between-subjects factor indicated a significant main effect of Doublet Type, \( F(1, 246) = 36.61 \), such that it took children longer to decide that vowel doublets looked more like a word should look than consonant doublets. There was a nonsignificant Doublet Type \( \times \) Grade interaction, \( F(2, 246) = 2.91 \), \( p = .056 \), for RTs. There was a main effect of Grade for decisions regarding consonants for both RT, \( F(2, 246) = 3.34 \), and error rates, \( F(2, 246) = 47.11 \), both \( p < .05 \), such that third graders took less time and made these decisions more accurately than first graders. There was a main effect of Grade for decisions regarding vowels for accuracies, \( F(2, 246) = 3.14 \), \( p = .045 \), but not for RT, \( F(2, 246) = 2.21 \), \( p = .112 \). Condition means on RTs and accuracies served as indicators for the development of doublet knowledge in younger and older children in subsequent analyses.

**Experimental spelling task**

For this task, we were interested in whether children's knowledge of correct spellings could be accessed quickly with age. An analysis of variance comparing mean RTs and error rates for this task as a function of Grade indicated a significant main effect of Grade on RTs, \( F(2, 246) = 9.72 \), and error rates, \( F(2, 246) = 98.64 \), both \( p < .001 \). Third graders accessed this knowledge more quickly than first graders and more accurately than children in the earlier grades (\( p < .01 \)). Second graders made these decisions more accurately than first graders (\( p < .001 \)). For subsequent analyses, mean RTs and error rates served as indicators of the development of spelling knowledge in these children.

In sum, between first and third grade in early elementary school, we found evidence of development on all tasks potentially related to fluent reading and automatic reading in young children. Compared with younger children, third-grade children pronounced sight words and nonwords at a faster rate on the TOWRE, read text passages at a faster rate on the GORT–3, and read single words more quickly and accurately. Older children made doublet decisions regarding consonants more quickly and accurately and regarding vowels more accurately. They determined correct spellings of words more quickly and accurately. They also named pictures more quickly on the CTOPP–RON. Moreover, third graders could answer more comprehension questions correctly after reading passages than first graders on the WIAT–RC. The sole exception to this was the pattern of developmental change on the Stroop task, which found similar patterns of interference with Stroop interference as a function of grade, although third graders showed less interference overall.

**Structural equation modeling**

Structural equation modeling in LISREL was conducted to examine the relations between the various measures potentially related to the development of fluency during the early elementary school years. The structural equation modeling was carried out in two phases to evaluate particular models: (a) a measurement modeling phase to identify whether the observed variables fit the latent factor structure proposed by theory, and (b) a structural modeling phase to test the explanatory relationships indicated between predictor and outcome variables by particular models (Jöreskog & Sörbom, 1996).

**Measurement modeling phase**

In this phase, relations among variables thought to be potentially relevant to reading fluency according to variants of automaticity theory were determined using LISREL being as inclusive as possible with regard to the variables that might be considered to be relevant. In the measurement modeling phase, we included all tasks. We used raw scores from the standardized assessments rather than age-based standard scores because the correlations between the raw and age-based standard scores correlated > .90, but the raw scores allowed us to evaluate the grade effects directly in terms
of potential changing relationships between variables as a function of age. In this initial phase, text-reading fluency and reading comprehension were considered outcome variables. We defined our interest in reading fluency to be those aspects of reading that relate to better and worse comprehension.

The correlation matrix for each grade level was used separately as input to LISREL 8.30 (Jöreskog & Sörbom, 1996, 1999) and is the focus of the analysis. We considered that autonomous reading would consist of a latent factor comprising the mean difference in RT between letter controls and the three conditions in which the interfering stimuli contained a highly predictable GPC unit (High-GPC + Low-Rime, High-GPC + High-Rime, and Nonwords). We assumed a latent factor of word-reading fluency comprising the number of sight words read for the TOWRE sight-word efficiency, the mean WPM calculated for the single-word-naming task, and the mean accuracies for that task. We also included in this latent word-fluency factor the number of nonwords read in TOWRE phonemic-decoding efficiency and the number of seconds to complete the CTOPP–RON task. As noted earlier, nonword reading is generally considered a key indicator of a child’s ability to read unknown words. Further, rapid autonomous naming is thought to share many of the skills underlying word-identification speed, such as quickly perceiving stimuli, retrieving symbolic information from long-term memory, and phonological production (Wolf et al., 2000). Thus, it seemed appropriate to have this variable serve as an indicator of word-reading fluency.

Finally, we also included in this latent factor the RT and accuracy means for all orthographic knowledge task conditions because orthographic knowledge is thought to be important to the fluent identification of words (Cassar & Treiman, 1997; Olson et al., 1985). Both of these factors (word-reading fluency and autonomous reading) served as predictors of the GORT–3 and the WIAT.

Measurement modeling was carried out for each grade separately. We used several indicators for lack of model fit recommended by Kline (2005) and Schumacker and Lomax (1996). It is traditional to present the model χ² fit index, which tests “the difference in fit between a given overidentified model and a just-identified version of it” (Kline, 2005, p. 136). A nonsignificant p > .05 is an acceptable fit. This is generally not the preferred fit index for various reasons and needs to be supplemented with other indicators of fit. We included the root mean square error of approximation (RMSEA) as an assessment of simple model misspecification where RMSEA < .08 indicates an acceptable and < .06 a good fit. We also provide the goodness of fit index (GFI), an absolute fit index that estimates proportion of variability in the sample matrix explained by the predicted covariance matrix, and the Tucker–Lewis index (TLI), an incremental fit index sensitive to misspecified factor loadings that is parsimony adjusted. For these, fits > .90 are considered acceptable and > .95 a good fit.

Overall, measurement model results indicated an unacceptable fit for first grade, χ² (100) = 256.71, p < .001; RMSEA = .11; GFI = .77; TLI = .80. The same was true for second grade, χ² (100) = 326.70, p < .001; RMSEA = .17; GFI = .66; TLI = .61; and for third grade, χ² (100) = 276.69, p < .001; RMSEA = .14; GFI = .70; TLI = .57. However, a perusal of fitted standardized residuals indicated the source of the ill fit. We found that large residuals (> 2.58) were consistently associated with the orthographic tasks at each grade level (5 of 5 for first grade, 7 of 10 for second grade, and 7 of 9 for third grade). Although we made several other attempts to include these variables in the model, every other attempt produced the same result. Thus, the results of this measurement modeling indicated that it was best simply to exclude these orthographic variables from further model testing. When these variables were excluded, the models obtained reached an acceptable fit to data for first, χ² (33) = 40.44, p = .170; RMSEA = .034; GFI = .93; TLI = .99; and third grade, χ² (33) = 51.30, p = .022; RMSE = .059; GFI = .90; TLI = .92, although the fit for the second grade did not quite meet established levels, χ² (33) = 62.18, p = .002; RMSEA = .10; GFI = .87; TLI = .91. However, in the interest of parsimony, we deemed it better to proceed by testing the same models for all grades.

Tests of the hypothesized structural models

Structural equation modeling was used to examine the role of word-reading fluency, autonomous word reading, and text-reading fluency in benefiting reading comprehension skills. We tested two theoretical versions of the way that these skills related to one another: (a) text reading as mediator model and (b) simple reading fluency model.

(a) Text reading as mediator model. In this model, the autonomous reading interference and word-reading–fluency aspects of reading were viewed as predictors of text-reading fluency and reading comprehension. As noted above, the latent factor reflecting word-reading fluency was indicated by both subtests of the TOWRE, single-word-naming accuracy and WPM from the single-word–naming comput-
erized task, and the CTOPP–RON. This latent factor served both as a predictor of text-reading fluency and reading comprehension. However, in this model, text-reading fluency was considered a mediator of the relation between word-reading fluency and reading comprehension. As noted earlier, the mediating quality of text reading is said to emerge from the special features of text reading not available from fluent word reading alone. A second latent factor consisting of the three interference scores from the Stroop task served as an indicator of the autonomy of lexical processing. To the extent that the presence of autonomous word reading is a component of automaticity, it should be related to word-reading fluency, text-reading fluency, and, perhaps, reading comprehension.

The proposed theoretical model was submitted to LISREL. The resulting analysis provided an acceptable fit according to most of the fit indexes for the first-grade data, $\chi^2 (31) = 37.54$, $p = .190$; RMSEA = .03; GFI = .93; TLI = .99; and third-grade data, $\chi^2 (31) = 50.10$, $p = .016$; RMSEA = .067; GFI = .90; TLI = .91, but a less acceptable fit for the second-grade data, $\chi^2 (31) = 61.99$, $p < .001$; RMSEA = .11; GFI = .87; TLI = .91. However, given the similarity between first- and third-grade data, it seemed more parsimonious to examine the same model for second grade. The model is presented in Figures 2a, 2b, and 2c, and exact $t$-levels for standardized estimates for paths in Table 3; all factor loadings for each grade were significant at the $p < .05$ level. Solid arrows represent significant paths and dashed lines represent nonsignificant paths.

An examination of the paths leading to text-reading fluency as an outcome measure indicated a significant direct path between the latent word-reading–fluency factor and text-reading fluency for all grades ($p < .05$). In contrast, the direct path between the autonomous reading interference latent factor and text-reading fluency was not significant at any grade (all $p > .10$). Moreover, the correlation between autonomous word reading and the word-reading–fluency latent factors was small and nonsignificant at first ($r = .06$), second, ($r = .06$) and third grades ($r = .06$). Taken together, the structural equations for this model accounted for 61% of the variance in text-reading fluency in first grade, 74% of the variance in second grade, and 73% of the variance in third grade.

Examination of the direct paths leading to reading comprehension as an outcome measure indicated the importance of word-reading fluency in reading comprehension. The direct path between the word-reading fluency factor and reading comprehension was significant at all grades ($p < .05$). Moreover, the path between autonomous reading interference and reading comprehension was significant for first graders ($p < .05$) but nonsignificant for the other grades, suggesting this aspect of automaticity is not important once basic automaticity is established. It is important, however, that this theoretical model predicts that the indirect path from the text-reading fluency to reading comprehension outcomes should be significant. However, at all grades, this relationship was nonsignificant (all $p > .10$). Thus, the anticipated additional variance from text-reading fluency for comprehension beyond that predicted from word-reading fluency predicted by this model simply was not confirmed by this data. Thus, if there are important contributors of fluent text reading on comprehension, it is unclear what they are for young readers. Taken together, the amount of variance accounted for in reading comprehension by the structural equations in this model decreased from first (76%), to second (45%), to third grade (38%).

**Simple reading fluency model**

This model would state that reading fluency is a rather general trait of skilled readers and that, at least for young readers building fluency, it is a general trait that predicts comprehension. This model does not distinguish text-reading from word-reading fluency skill and represents text-reading fluency as merely another indicator of reading fluency. Thus, in this model, children’s scores on both subtests of the TOWRE, mean single-word–reading time and accuracy on the single-word–naming task, CTOPP–RON, and scores on the GORT–3 all served as indicators of a reading fluency factor.

Similar to the previous model, it was predicted that autonomous reading interference should be correlated with the development of reading fluency, particularly as reading automaticity emerges. This view would also seem to state that the emergence of all aspects of automaticity, that is, fluent reading and autonomous reading, should be related to improved comprehension. Thus, as before, children’s interference scores for the Stroop task served as indicators of the autonomous reading factor.

We should note that this and the previous model are identical in most respects with the exception that the parameters linking text-reading fluency to reading comprehension and automatic reading to text-reading fluency are now eliminated. With two fewer parameters included, this model is simpler and more parsimonious than the previous one.

The proposed theoretical model provided a reasonable fit according to most of the fit indexes for
the first-grade data, $\chi^2(33) = 40.44, p = .170$; RMSEA = .034; GFI = .93; TLI = .99; and third-grade data, $\chi^2(33) = 51.30, p = .022$; RMSEA = .059; GFI = .90; TLI = .92, but a less acceptable fit for the second-grade data $\chi^2(33) = 62.18, p = .002$; RMSEA = .10; GFI = .87; TLI = .91. However, as before, given the similarity between first- and third-grade data, it seemed more parsimonious to examine the same model for second grade. All factor loadings were significant at the $p < .05$ level for all relevant variables at each grade level. Standardized path weights and $t$-values can be found in Table 4. All factor loadings for each grade were significant at the $p < .05$ level.

As noted in Table 4 and Figures 3a, 3b, and 3c, for all grades there was a significant path between reading fluency and reading comprehension ($p < .05$) indicating that, as children become fluent readers, they also comprehend what they read better. As before, autonomous reading interference was uncorrelated with reading fluency at first grade, $r = .03$, and second grade $r = .07, p > .10$, but, by third grade, children who continued to show large amounts of autonomous reading interference tended to display significantly worse reading fluency ($r = -.24, t(31) = 2.30, p < .05$). Autonomous reading interference was a significant predictor of reading comprehension in first grade, $t(31) = 2.33, p < .05$, but not in second or third grades, both $p > .10$. Thus, what utility autonomous reading aspect of reading has for reading comprehension disappears once basic reading fluency is established. Moreover, continued difficulty recovering from Stroop interference seems to be associated with difficulties with establishing reading fluency.

It is important to note, however, that an examination of the variance accounted for in reading comprehension by this structural equation model pointed to the declining influence of general reading fluency and autonomous reading on reading comprehension with age. Taken together, the amount of
TABLE 3
STANDARDIZED PATH WEIGHTS, STANDARD ERRORS, AND T-VALUES FOR THE TEXT
READING AS MEDIATOR MODEL

<table>
<thead>
<tr>
<th>Path</th>
<th>Weight</th>
<th>SE</th>
<th>t*</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First grade</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct paths</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Word-reading fluency to</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text-reading rate</td>
<td>.84</td>
<td>.08</td>
<td>10.97</td>
</tr>
<tr>
<td>Reading comprehension</td>
<td>1.03</td>
<td>.10</td>
<td>10.13</td>
</tr>
<tr>
<td>Autonomous reading interference to</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text-reading rate</td>
<td>-.02</td>
<td>.10</td>
<td>2.5</td>
</tr>
<tr>
<td>Reading comprehension</td>
<td>.20</td>
<td>.09</td>
<td>2.30</td>
</tr>
<tr>
<td>Indirect path</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text-reading rate to</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading comprehension</td>
<td>-.15</td>
<td>.09</td>
<td>1.67</td>
</tr>
<tr>
<td><strong>Second grade</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct paths</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Word-reading fluency to</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text-reading rate</td>
<td>.94</td>
<td>.08</td>
<td>11.16</td>
</tr>
<tr>
<td>Reading comprehension</td>
<td>.78</td>
<td>.21</td>
<td>3.69</td>
</tr>
<tr>
<td>Autonomous reading interference to</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text-reading rate</td>
<td>.04</td>
<td>.12</td>
<td>.35</td>
</tr>
<tr>
<td>Reading comprehension</td>
<td>.10</td>
<td>.16</td>
<td>.62</td>
</tr>
<tr>
<td>Indirect path</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text-reading rate to</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading comprehension</td>
<td>-.05</td>
<td>.18</td>
<td>.27</td>
</tr>
<tr>
<td><strong>Third grade</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct paths</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Word-reading fluency to</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text-reading rate</td>
<td>1.07</td>
<td>.14</td>
<td>7.89</td>
</tr>
<tr>
<td>Reading comprehension</td>
<td>.72</td>
<td>.32</td>
<td>2.23</td>
</tr>
<tr>
<td>Autonomous reading interference to</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text-reading rate</td>
<td>.13</td>
<td>.13</td>
<td>1.00</td>
</tr>
<tr>
<td>Reading comprehension</td>
<td>.18</td>
<td>.18</td>
<td>.99</td>
</tr>
<tr>
<td>Indirect path</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Text-reading rate to</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading comprehension</td>
<td>.07</td>
<td>.23</td>
<td>.31</td>
</tr>
</tbody>
</table>

* t_{crit} (31) = 2.04, p < .05

TABLE 4
STANDARDIZED PATH WEIGHTS, STANDARD ERRORS, AND T-VALUES FOR THE SIMPLE
READING FLUENCY MODEL

<table>
<thead>
<tr>
<th>Path</th>
<th>Weight</th>
<th>SE</th>
<th>t*</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>First grade</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct paths</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading fluency to reading comprehension</td>
<td>.90</td>
<td>.10</td>
<td>10.13</td>
</tr>
<tr>
<td>Autonomous reading interference to reading comprehension</td>
<td>.20</td>
<td>.09</td>
<td>2.33</td>
</tr>
<tr>
<td><strong>Second grade</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct paths</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading fluency to reading comprehension</td>
<td>.73</td>
<td>.10</td>
<td>6.96</td>
</tr>
<tr>
<td>Autonomous reading interference to reading comprehension</td>
<td>.09</td>
<td>.16</td>
<td>.57</td>
</tr>
<tr>
<td><strong>Third grade</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Direct paths</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reading fluency to reading comprehension</td>
<td>.79</td>
<td>.15</td>
<td>5.27</td>
</tr>
<tr>
<td>Autonomous reading interference to reading comprehension</td>
<td>.17</td>
<td>.17</td>
<td>1.00</td>
</tr>
</tbody>
</table>

* t_{crit} (31) = 2.04, p < .05
FIGURES 3A, B, AND C
SIMPLE READING FLUENCY MODEL
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FIGURE 3B
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variance accounted for in reading comprehension by the structural equations in this model decreased from 75% in first grade, to 45% in second grade, and 39% in third grade. This supports the common observation that, as children become older and their texts become more difficult, we need to look beyond reading fluency to other skills and knowledge (i.e., vocabulary knowledge, world knowledge, inferencing ability) to account for reading comprehension ability.

Discussion

Despite the popularity of automaticity views regarding the development of reading fluency over the past 30 years, there have been remarkably few investigations examining the interrelationships between the proposed features of automaticity and the development of reading. Most typically, investigations have focused on two or three elements of this view simultaneously (e.g., Fuchs et al., 2001; Jenkins et al., 2003; Stanovich et al., 1981; Young & Bowers, 1995). Although it is impossible to capture in a single study all of the elements that might be relevant to the developing role of reading fluency in reading comprehension, the current study made a comprehensive attempt to capture most of the important factors on which automaticity views have focused. This study provides some clarification regarding how the elements of automaticity, word-reading fluency, text-reading fluency, and autonomous reading, operate together to produce good comprehension in the early elementary school years.

Our study examined the suitability of two versions of the automaticity view of reading. For the text reading as mediator model, fluent readers are said to be better able to utilize text fluency-related skills such as sentence-parsing skills (Schreiber, 1980) and the contextual activation of word meanings (Jenkins...
et al., 2003) to aid in the comprehension of text once their basic word reading is automatic enough to free up cognitive resources. The current study found no evidence for this mediating role of text-reading fluency. Instead, a simpler model treating text-reading fluency as merely another indicator of reading fluency skill provided a more appropriate account for our data. Thus, our data supported a simple reading fluency model for the early elementary school years.

This lack of a mediating effect between word-reading fluency and reading comprehension skill for text-reading fluency is surprising given recent findings regarding the contribution of text fluency to reading comprehension (Cain et al., 2004; Jenkins et al., 2003). For example, Jenkins et al. found that text-reading fluency was the primary factor in predicting reading comprehension.

What can account for the differences between these results and ours? We think this is where a developmental account of reading skill must take place. In virtually all the studies finding additional benefits from text reading, children have tended to be older and more fundamentally fluent than the children in the current study (Cain et al., 2004; Jenkins et al., 2003; Nation & Snowling, 1998). Even the skilled older readers in our study were unable to use the additional cognitive resources gained by fluent text reading to comprehend text. We know that fluent early elementary school children use syntactically appropriate prosody and expression when they read (Clay & Imlach, 1971; Zutell & Rasinski, 1991). However, some research suggests that the full understanding of syntax is still under development during the age ranges we tested here (Traxler, 2002; Willows & Ryan, 1986). It may be that the imposition of syntactically appropriate phrasing during the reading of text is not yet automatic enough to free up resources that can be used for comprehension. Further, it is unclear whether children can orchestrate automatic word and text reading in the pursuit of better reading comprehension at this stage of reading (Wolf & Katzir-Cohen, 2001).

Comprehension is always an interaction between skills of the reader and characteristics of the text. Consequently, it may be that children at this age are, indeed, able to use their cognitive resources gained from fluent text reading to assist in comprehension, but that early texts are simply not complex enough to demand these additional resources. As children get older, the demands of the texts themselves will become greater (Hiebert & Fisher, 2005). It may be that it is not until later that children can use these additional benefits from text-level fluency to improve their comprehension.

Thus, we conclude that, in the early stages of the development of reading fluency, children use their word-reading skills to comprehend the meanings of text, so the simple reading fluency model applies. In fact, a study by Shinn et al. (1992) suggests that this may be the case. They found that, for third graders, a unitary factor placing word- and text-level skills and comprehension skills on the same factor provided the best fit for third graders, but by fifth grade, text-level skills had more closely aligned themselves with reading comprehension and required a multifaceted view of reading skill.

On a cautionary note, however, the sample sizes that we had available to us were somewhat smaller than ideal. One rule of thumb for deciding sample sizes in SEM is approximately 100 cases per sample. Another is 5 to 10 observations per parameter. Our sample sizes are clearly toward the lower end of these guidelines. Consequently, parameters that we did not find to be significantly significant or ill-fitting should not be dismissed completely out of hand. It was the case, however, that the critical parameter that distinguished the two models (i.e., the link between text-reading rate and reading comprehension) varied little across grade level, was very close to zero, and was in the opposite direction in two of the three cases. We think it unlikely that the addition of 20 or more participants at each grade level would have altered our findings dramatically.

One disappointment was our inability to discern the role of orthographic knowledge in the development of reading fluency and reading comprehension. We had supposed that including timed orthographic tasks might provide us with evidence that orthographic knowledge is related to other reading fluency skills. In support of this, we did find that older children were quicker and more accurate in making doublet decisions and in discerning the correct spelling of a word. This is generally consistent with other orthographic research using timed tasks (Gayan & Olson, 2003; Olson et al., 1985). However, as a group, the variables from our orthographic tasks were a source of ill-fit in the measurement modeling. Measurement issues are not uncommon in research on orthographic processing. For example, Cunningham, Perry, and Stanovich (2001) found low reliability on several commonly used orthographic tasks, making interpreting their role in reading difficult. Findings on one orthographic task may not always generalize to very similar sorts of tasks (Stanovich & Siegel, 1994). The dimensionality or covariance among orthographic tasks may also change during the early elementary school years (Gayan & Olson; Notenboom &
graphic information is attributable to task features that encourage or discourage the use of orthographic information (Martensen, Dijkstra, & Maris, 2005). Thus, the mere validity of orthographic tasks such as the ones we used can be questioned (see also Vellutino et al., 1994). Consequently, we hesitate to say that orthographic information is not useful for fluent reading and merely conclude that our current data do not provide us with a theoretical basis for deciding how it might be used.

A second potential issue for our conclusions is that our treatment of reading comprehension may not have been as complex as it needed to be in contrast with our treatment of reading fluency. It may have been that, if we had used a different measure of reading comprehension, we might have found a different role for text-reading fluency on comprehension. While this is possible, we believe our measure of reading comprehension included key features important in the early elementary school years. We selected the assessment that we did after evaluating a number of other standardized assessments of early reading comprehension. The WIAT Reading Comprehension test was chosen for its consistency with what many teachers consider a key indicator of reading comprehension (i.e., the child can answer questions about the text; Byers, 1998; Richardson, Anders, Tidwell, & Lloyd, 1991), while avoiding the presence of false test floors that include items outside of the domain of reading comprehension (e.g., single-word decoding only, letter recognition) that are sometimes found in standardized reading comprehension tests for early elementary school. Other research on this test suggested it correlates well with other tests of reading comprehension and that teachers view it as valid (Byers; Foege, Espin, Allinder, & Markell, 2001; Smith & Smith, 1998). Moreover, the test we used assessed both literal and inferential comprehension, all important to reading comprehension (Cain et al., 2004). Still, it would be important to replicate these findings by using a broader range of comprehension measures than was present in the current study. Moreover, future research should consider the issue of the complexity of the to-be-comprehended texts in considering the relationship between text-reading fluency and comprehension.

A third potential issue for our conclusions is that our measure of text-reading fluency may not have been as complex as it needed to be because we relied heavily on a single text-reading measure, the GORT–3. However, reading fluency is typically defined as comprising text reading that is quick, automatic, and expressive. The current study lacked a measure of expressiveness during the reading of text. An earlier study by Schwanenflugel et al. (2004) had found that one measure of expressiveness, prosody, did not account for significant variance beyond word-reading fluency in predicting reading comprehension in second- and third-grade children. On the other hand, it is possible that other measures of expressiveness, such as those described by Cowie, Douglas-Cowie, and Wichmann (2002), may have accounted for significant variance above and beyond that accounted for by the GORT–3. The GORT–3 stresses rate and accuracy and not expressiveness. Expressiveness may be more relevant to the syntactic processing features of text fluency than rate and accuracy are. Future research should include a broader range of measures directly targeted at this expressiveness feature of text-reading fluency.

With these limitations in mind, having found support for a simple reading fluency model for early elementary school children, we outline our findings with regard to the development of each of the components of automaticity. We describe how these elements might fit together to produce good comprehension.

A number of descriptions of reading skill note the foundational quality of quick and accurate word and text reading to reading skill as a whole (Fuchs et al., 2001; Stanovich, 1980). In the current study, we represented this skill through a combination of psychometric and computerized assessments at the word and text level, and we assessed both accuracy and speed of reading. We also included nonword reading as an indicator of the ability to recognize unknown words. We included rapid object naming, because of its linkage in prior research to fluent word and text reading (Wolf & Katzir-Cohen, 2001). On all fluency-related tasks, children were found to increase their speed and accuracy from first to third grade. Further, this reading-fluency factor was an important predictor of reading comprehension. In each grade, children who had superior reading fluency had better reading comprehension. Thus, our data were consistent with automaticity views that predict that as children become quicker and more accurate, there are freed-up resources that can be used for improved comprehension, but these resources emanate mainly from superior word-reading skills and not from the special skills associated with fluent text reading per se.

Autonomy is a second aspect of automaticity accounts of the development of reading fluency. Autonomous reading has been shown to develop ear-
ly in the development of reading skill. This component was indicated by interference scores obtained from the Stroop interference task. We found an interesting pattern in the relationship between this autonomous reading component and other components of our model suggesting that Stroop interference may change in its meaning between first and third grade. In first graders, although the effect was small, Stroop interference was positively related to better reading comprehension skill. In second grade, Stroop interference was related to neither reading fluency nor reading comprehension, presumably because most children were displaying reading interference. By third grade, children who were still showing large degrees of interference from the conflicting labels were likely to be less fluent readers. Further, because we identified that the interference found in the Stroop task occurred in words having high-probability GPC units, we can state that their difficulty probably stemmed from difficulties in utilizing these sublexical features.

We think that our study helps better place the autonomy component within automaticity approaches to the development of reading skill. Earlier discussions of this component viewed the uncertain relationship between Stroop interference and word fluency as problematic for automaticity views of reading (Stanovich, 1990). Autonomy was originally considered to be the by-product of a large amount of practice (Shiffrin & Schneider, 1977) and finding interference from almost the onset of reading was viewed as problematic. Recent reconceptualizations of automaticity suggest that, instead, automatic retrieval and its concomitant benefits for attentional resources accrue very quickly in learning a new skill (Logan, 1988, 1997). Thus, the development of autonomous reading early in the process of learning to read is to be expected as sublexical patterns become learned and have begun to be practiced. This newfound autonomy contributes to the resource benefits that enable good reading comprehension. Thus, the current study indicates that there is a place for this component early in the acquisition of reading and that it is indicative of increasing skill.

This Stroop interference takes on a different meaning once children have achieved autonomous reading. Most children continue to develop increased fluency in recognizing new words throughout third grade (as our data indicate). By third grade, the reduced resources that word reading in general now takes allow them to use these resources in the Stroop task to inhibit the task features that distract them. However, the persistence of a difficulty in overcoming interference from irrelevant print (as indicated by large interference scores) is a sign of a basic fluency problem, which manifests as a significant negative correlation between reading fluency and autonomous reading interference in our data.

Finally, we have shown that reading fluency and automatic reading account for considerable variance in children’s reading comprehension throughout the early elementary school years. However, findings also point to the diminishing role that automaticity plays in reading comprehension as children get older. The variance accounted for by predictors in the model declined steadily from first to third grade. Presumably, once most children are fluent readers, factors other than reading fluency become important for good comprehension. As noted earlier, this may be because other factors, such as general oral language skills and the ability to draw appropriate inferences, become more important as children move from learning to read to reading to learn (Chall, 1996; Nation & Snowling, 1998).

Despite the emphasis of the current study on fluency as a key skill for comprehension, we do not wish to be misunderstood as to what we believe the implications of our study are for instruction during the early grades. No matter what the age of the students, comprehension is the ultimate goal of reading and should receive emphasis instructionally throughout. At all grades, there was significant variance in children’s reading comprehension not accounted for by fluency. Thus, if anything, our findings support the importance of carrying out fluency-oriented instruction alongside comprehension instruction. Further, the key is to remember that fluency is an important bridge to comprehension but not the ultimate destination. Once fluent reading has been achieved by children, fluency-oriented instruction can be phased out because, as our findings show, individual differences in comprehension begin to be increasingly related to things other than reading fluency.

In sum, the current study has found support for a simple reading fluency view in automaticity accounts of the development of fluent and automatic reading during the early elementary school years. Future research should assess the continuing developmental path of reading fluency and these other language factors in producing good comprehension as children become older.
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